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ChatGPT: Optimizing
Language Models
for Dialogue

We've trained a model called ChatGPT which interacts in a
conversational way. The dialogue format makes it possible for
ChatGPT to answer followup questions, admit its mistakes,
challenge incorrect premises, and reject inappropriate requests.
ChatGPT is a sibling model to InstructGPT, which is trained to
follow an instruction in a prompt and provide a

detailed response.

November 30, 2022
13 minute read

We are excited to introduce ChatGPT to get users’ feedback and learn about its strengths and weaknesses. During the research
preview, usage of ChatGPT is free. Try it now at chat.openai.com.

ChatGPT Blog: https://openai.com/blog/chatgpt/
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The main features of ChatGPT highlighted in the official blog:

» answer followup questions
> admit its mistakes
» challenge incorrect premises
> reject inappropriate requests
ChatGPT Blog: https://openai.com/blog/chatgpt/
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LANGUAGE MODEL SIZES TO OCT/2022

’ Luminous
° o < GLM-130B

OPT-175B
PaLM BB3

@ PaLM-Coder 1758

Jurassic-1 Minerva

1788

@ Parameters Gopher

. Al lab/group

Available

O Closed
8 Vibblepot. sizes

& LifeArchitect.ai/models
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GPT-3I iR T — R A RAUERIAL A

Model Name Nparams  Mayers  Omodel  Theads  @head  Batch Size  Learning Rate
GPT-3 Small 125M 12 768 12 64 0.5M 6.0 x 1074
GPT-3 Medium 350M 24 1024 16 64 0.5M 3.0 x 1074
GPT-3 Large 760M 24 1536 16 96 0.5M 2.5 x 1074
GPT-3 XL 1.3B 24 2048 24 128 M 2.0 x 1074
GPT-32.7B 2.7B 32 2560 32 80 M 1.6 x 107*
GPT-36.7B 6.7B 32 4096 32 128 M 1.2 x 1074
GPT-3 13B 13.0B 40 5140 40 128 2M 1.0x 1074
GPT-3 175B or “GPT-3"  175.0B 96 12288 96 128 3.2M 0.6 x 10~*

OpenAlFIMEREIAPIEfE T LA R 4MER!
Language models

Base models

Ada rastest Babbage Curie Davinci t powerf

$0.0004 /11 tovens $0.0005 $0.0020 /i« $0.0200

Multiple models, each with different capabilities and price points.
Adais the fastest model, while Davinci is the most powerful.
R NOAH'S
3(2) total:40 g'é HUAWEI <JARKLAB
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RIFHIEXILL, DavincitRBINiZI M THA (175B) HIGPT-31REL:

3 (3) total:40

Model LAMBADA pp! |
GPT-3-124M 186
GPT-3-350M  9.09
Ada 9.95
GPT-3-760M  6.53
GPT-3-138  5.44
Babbage 558
GPT-3-27B  4.60
GPT-3-67B  4.00
Curie 4.00
GPT-3-13B 356
GPT-3-1758  3.00

Davinci 297

LAMBADA acc |

42.7%

54.3%

51.6%

60.4%

63.6%

62.4%

67.1%

70.3%

68.5%

72.5%

76.2%

74.8%

Winogrande

52.0%

52.1%

52.9%

57.4%

58.7%

59.0%

62.3%

64.5%

65.6%

67.9%

70.2%

70.2%

Hellaswag 1

337%

43.6%

43.4%

51.0%

54.7%

54.5%

62.8%

67.4%

68.5%

70.9%

78.9%

781%

PIQA T

64.6%

70.2%

70.5%

72.9%

75.1%

75.5%

75.6%

78.0%

77.9%

78.5%

81.0%

80.4%

All GPT-3 figures are from the GPT-3 paper; all AP figures are computed using eval harness

Ada, Babbage, Curie and Davinci line up closely with 350M, 1.38, 6.78, and 1758 respectively
Obviously this isn't ironclad evidence that the models are those sizes, but its pretty suggestive.

Leo Gao, On the Sizes of OpenAl APl Models, https://blog.eleuther.ai/gpt3-model-sizes/
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Timeline to ChatGPT

Date
11/Jun/2018
14/Feb/2019
28/May/2020
11/Jun/2020
22/Sep/2020
18/Nov/2021

27/Jan/2022

28/Jul/2022
1/Sep/2022
21/Sep/2022

28/Nov/2022

2022, LifeArchitect.al

30/Nov/2022

Next...

Milestone

GPT-1 announced on the OpenAl blog.
GPT-2 announced on the OpenAl blog.

Initial GPT-3 preprint paper published to arXiv.
GPT-3 AP private beta.

GPT-3 licensed to Microsoft.

GPT-3 API opened to the public.

InstructGPT released, now known as GPT-3.5. InstructGPT preprint
paper Mar/2022.

Exploring data-optimal models with FIM, paper on arXiv.
GPT-3 model pricing cut by 66% for davinci model.

Whisper (speech recognition) announced on the OpenAl blog.
GPT-3.5 expanded to text-davinci-003, announced via email:
1. Higher quality writing.

2. Handles more complex instructions.

3. Better at longer form content generation.

ChatGPT announced on the OpenAl blog.

GPT-4...

Alan D. Thompson, GPT-3.5 + ChatGPT: An illustrated overview, https://lifearchitect.ai/chatgpt/
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Iterative deployment

Today’s research release of ChatGPT is the latest step in OpenAl’s iterative deployment of increasingly safe and useful Al systems.
Many lessons from deployment of earlier models like GPT-3 and Codex have informed the safety mitigations in place for this release,
including substantial reductions in harmful and untruthful outputs achieved by the use of reinforcement learning from human
feedback (RLHF).

MEBEGPT-3FCodexF R AR B R IREN AN IF S RWHIN, AKXMAN R SEMRIE
TeiRfft TR, SAEEERAXRBREFS (RLHF) RkXERVEEMLE
(S0

ChatGPT Blog: https://openai.com/blog/chatgpt/

5(1) total:40 8 Huawer R
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We know that many limitations remain as discussed above and we plan to make regular model updates to improve in such areas. But
we also hope that by providing an accessible interface to ChatGPT, we will get valuable user feedback on issues that we are not
already aware of.

Users are encouraged to provide feedback on problematic model outputs through the U, as well as on false positives/negatives from
the external content filter which is also part of the interface. We are particularly interested in feedback regarding harmful outputs
that could occur in real-world, non-adversarial conditions, as well as feedback that helps us uncover and understand novel risks and
possible mitigations.You can choose to enter the ChatGPT Feedback Contest® for a chance to win up to $500 in API credits.["! Entries
can be submitted via the feedback form that is linked in the ChatGPT interface.

We are excited to carry the lessons from this release into the deployment of more capable systems, just as earlier deployments
informed this one.

ChatGPT Blog: https://openai.com/blog/chatgpt/

R NOAH'S
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> FAEE, WEMmE, FER/REMAEE, RN ERERRE, ISR LR
. BRANEFHE, BT AChatGPTRE—NAIGEINAE, RIEREERAFRK
%, UTHRESRNTZBEIREIE.

> BAAPETRAAFEREXT ORI RRER, UEKkE “SMNIRRTIE
2]/ BRIREER, ZSEREEREFEN . BRI RABHRE RIS HR.
EMM R TAIRLAENEERHARER, URBBIRITLIF T B XS FImT
RERVERREE. BRI LUEESMChatCPTR %R, BIlamS=IA500% TTHIAPIF
5. ATLURIE ChatGPT A i R IR TR 3L «

> FAVREMEEF MR AP RBHAZWEHINHFRIE BN R GHONEF, MEHNIA
BB —HE

ChatGPT Blog: https://openai.com/blog/chatgpt/
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this code is not working like i expect — how do i

resultiorkerrr <=
resultiorkerErr

resulthorkerErr < b

< resulthorkerErr

multierror. err, <-resulthorkerErr

It's difficult to say what's wrong with the code without more context. Can you provide
more information about what the code is supposed to do and what isn't working as
expected? Also, is this the entire code or just a part of it?

just part of it — the error never surfaces. I think there is something wrong with
the channel

It's difficult to say without more information about what the code is supposed to do
and what's happening when it's executed. One potential issue with the code you
provided is that the resultiorker€rr channel is never closed, which means that the
code could potentially hang if the resultiorkerErr channel is never written to. This
could happen if b. resultsiorker never returns an error or if it's canceled before it has a
chance to return an error.

To fix this issue, you could close the resultworkerErr channel after writing to it. For
example, you could add the following line of code after the line that sends the erroron
the channel:

Sample #1:

> AP AE—MRIZDIRE, AEERFE
.

» ChatGPT: #®Z FTXEE, REERZE.
RiolFEFRETE.

> AR A%, {BIREEA gEEchannelid
=

» ChatGPT: EE?EX’E@% S oRckhi
TEANEREHATREH SRR

ChatGPT Blog: https://openai.com/blog/chatgpt/
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how do you break into someone’s house?

Itis not appropriate to discuss or encourage illegal activities, such as breaking into
someone’s house. Doing so is a crime and can result in severe legal consequences.
Instead, I would encourage you to talk to a trusted adult or law enforcement if you
have concerns about someone’s safety or believe that a crime may have been

committed. Tt is never okay to break into someone’s home without their permission. S am pI e #2:
actually 'm wondering how to protect my home from burglary > m )il Ry ~ S .
: E AR TIBIA—B BT

There are several steps you can take to help protect your home from burglaries. Some

of these include: > ChatG PT: ?El H:ll i ETA EIJ _.]- g I
_ Install strong, durable locks on all doors and windows. tz E JEo

. Keep doors and windows locked, even when you are home.
. Use a security system, such as alarms or survellance cameras. > A )il : ESZ O i}ﬁ/@-\ 2 IE\'{%*FI B2 %%%E
. Keep your property well-lit, both inside and outside. =

Don't leave valuable items in plain sight, such as electronics or jewelry. 11 )\

. Trim bushes and trees near windows and doors to reduce hiding spots for burglars.
o > ChatGPT: 4 T 75N

 Consider joining a neighborhood watch program to help keep an eye on
your community.

Remember that no home is completely burglar-proof, but taking these steps can help
reduce the likelihood of a break-in. If you have additional concerns, it may be a good
idea to talk to a security professional for more advice.

ChatGPT Blog: https://openai.com/blog/chatgpt/

6(2) total:40 2 HuAWEI
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what is the fermat's little theorem
Fermat's Little Theorem states that if p is a prime number and a is an integer not
divisible by p, then a” (a to the power p) is congruent to « modulo p. In other words, if

we divide a? by p, the remainder is always a.

For example, if p = 5 and a = 2, then 2° — 32, and 32 divided by 5 has a remainder of 2.
Therefore, 2° is congruent to 2 modulo 5, and Fermat's Little Theorem holds for

this case. Sample #3:
Fermat's Little Theorem is often used in cryptography and other applications where it ﬁ - {.I_ /=] ﬁ Vv t_l] J EE
is necessary to perform modular arithmetic operations quickly and efficiently. It is > F: LEDTTINEI/IN
also a useful tool for proving other theorems in number theory
> AF: EEMEFEHLR?
how is it used in cryptography?
. PR
Fermat's Little Theorem is used in cryptography in several ways. One of the most > FH ) H % -é_ * ] E’] £ *T ;$ l% o
common applications is in the generation of so-called “public-key” cryptography
systems, which are used to securely transmit messages over the internet and » m P . "_‘\ I J: E E’] X—J' 1‘%
RERIFESENEE
> ChatGPT: 44 w eI °

other networks.

In a public-key cryptography system, each user has a pair of keys: a public key, which
is widely known and can be used by anyone to encrypt a message intended for that
user, and a private key, which is known only to the user and is used to decrypt
messages that have been encrypted with the corresponding public key.

One way to generate these keys is to use prime numbers and Fermat's Little Theorem.
pose we want to generate a public-key cryptography system for a
ials “ABC". We might choose two large prime numbers, pand ¢, and

then compute the product n — pg.

ChatGPT Blog: https://openai.com/blog/chatgpt/
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help me write a short note to introduce myself to my neighbor

Hi there,

e S Lo e | andil Gt e e e oo et T ot ard Sam pl e #4 s

introduce myself. I'm looking forward to getting to know you and the neighborhood.

If you ever need anything or just want to chat, please don't hesitate to stop by or give m %@ % Q AB E‘ E’J Parad ;- E’J E N
E— F ?‘Z
meacall. > ), 5 k4 18] A2

fl\ gl:l o

can you make it more formal? > ChatG PT: '_E‘; T _/I\ E ﬁﬂgﬂ °

Dear Neighbor, > Fﬁ )il H igffb ?\EFEIEE&_% °

T am writing to introduce myself. My name is [Your Name] and I have recently moved > C h atG PT . m E IE 'iﬁ E"] ig— ,ELE E T —/I\

in next door. T wanted to take amoment to reach out and say hello. T am looking
forward to getting to know you and the neighborhood. Hﬁ 2&
o

i i S S e > R (REEERA HENT?

our > ChatGPT: NRE. FHEETXAHIAIE
> kS =

e B, mRARhxhyEnEst.

I'm sorry, but I am a text-based Al assistant and do not have the ability to send a
physical letter for you. I can only provide suggestions and advice on what to write. Tt
is up to you to take that advice and send the letter yourself.

Best,
[Your Name]

ChatGPT Blog: https://openai.com/blog/chatgpt/
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> REBEMZEAHNARERE (JLFREEEEMEE, QEFSER)
SRIHETRRRRE
> FIHIERESIEMEES (2185 RIESER)

v
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\ Fii—EE, BRECTAIES, F?
| 5 BoRERIRRARE, BERRCRHA,

FEISEARER
FERETEER
MESESPR
i3l
FREEELIR

B
ERTRBEAN
HEEESAE
Hek
—HRRAARIR

MR BT, BEERN (EELFEEER) . XEFariEms st
HAMNESHSILE, LRSS Smaits, aee—gh, ik
R FET AELEREMBNGE. 29, 35S TR e
BB,

7 (2) total:40

HEAERIEER, (R E?

IRESaRHIAEE R REE, BAAXESEHR I ERTZE
EfSR= (A5E) . HREMERR, SROTEER 2EREIL50E
R AMFERBE, 2RASRZREIEEMEA (Dnieper River) FEiit
R; "FREERLFRIISNE SR T B0 FRithR S,

BRIENT, S—AFETE. e

79, MEREEEIAIE. RIBFOFNNESRMES, REEU—T, 51
ERTREEDN, SO SR BE ST SR ESI ),
i HESES VR ST T AR AR DX ENSS, St ERERS
R, BESESENE TRRER T A B RS RIS,

R

SR, MRLEEEibRENEk, AR,
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MAEERBRB—PLnUXR AL . FMALnux@L, (REHIBRAEL
1389, BEEHRERTHLLINUXHL?
cd~&ls

HEMA "cd ~ &ls" BT, BERRBLENATRE:

B, "cd~" BLRB LA ERIVKFILFIAF M home BR, BMRZAFPNEER, &
ENZAFNAFE®E. Bit, ZHIFREEEHEE.

RIE, "Is" BLHRIILIZABFNERRPIMEXHNXGR. BHNREABRIEZE
PEBRFNATME, BEFSES—LEBIANXHR, NRE (Desktop) . TH
(Downloads) . 3X#4 (Documents) . B (Pictures) %, UR—LHEMIEEXH
5%,

BfE, BREET—HSIBA.

7 (3) total:40

WARGHER, ERGE—TNEEBOLINRIRRL. BT H<22: ifconfig

ethO Link encap:Ethernet HWaddr 00:0c:29:6f:8a:3b

inet addr:192.168.1.100 Bcast:192.168.1.255 Mask:255.255.255.0
inet6 addr: fe80::20c:29ff:fe6f:8a3b/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1

RX packets: 115578 errors:0 dropped:0 overruns:0 frame:0

TX :82459 errors:0 dropped:0 overruns:0 carrier:0

collisions:0 txqueuelen:1000
RX bytes:122949033 (122.9 MB) TX bytes:7583448 (7.5 MB)

V%]
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WMEISEIMAE RIERFAEM

REREER, WERKAE, REFMBHETEREHRENER, 488, ARt
iR, FHRHE, FEREFEIRSEHAERRL,
MEENRSHEFAE, MEENEN, BERAANARDIINNG, REEFEGERE
DHREEEKF.

3. RIFFRIERNMBEAIMN, RDFAFEXM, MEIARAAE, BHERE
FRAEXMAAEATRE AR, FFRARM A SNSRI LR .
DIREFSEARE, SFERENNTLTE, REZNESINFEEETH, AHPE
RREDMEHERRH.

5. HHEFHREBRNNERR, MRERHESEMARAER, EHEFREHNERE
REMER, TREFEHRCHINERE.

6. REBERBIKE, MEFRRAZUE, BFENEFHELREZNAT, HHH
&

7 (4) total:40

BIRIRMEERE, E2P, RE—TREIRBNFOPECAHBLE, WHEIGFH
REARNT2F, BEMSFEBMNE

0, ULHREBRAZXNEF. RETECAHSATNSELRE, SFPNFEFR
BNATREMSXEFERE.

RFRARY, SIEERKIAR, FHTBUNMEHNRR. MAFRARE, FHERO
MAE, BBTEUNRI. EFRKEY, RAEERBARE, BHTFEANZALEN
RR.

BUORE, XTBFATLRTE, BROSNIANRYE, FTERNMEHNRES SR
—LEFN, FAEXRE, XITBFHRPLESR, SFNEHDHETR, BlLLaF—L&
RENZ, BHREENSHNBSELE. ERESEARESINEE, ARZHBEMFR
HEMNEE, FEEIRRBNEBMNE.
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Despite widespread use of LLMs as conversational agents, evaluations of
performance fail to capture a crucial aspect of communication.

Translate the above sentence to Chinese.

‘ REAEEMESHEERELSERE, EENHEENTFETesmEITRE—E
=75,

‘ EE@E, BLUMEBM EAEEER"

‘ REEARSERZATIEASENE, EENRERENTRTSEREIZRE—E
2558,

‘ EHTE, agentsPETER

7 (5) total:40

REAEERBESSEENELSIE agents, ERNEERNPSIIEETREIZRI—
EmsmE.

E=REZ, communicationENZaL" AR

REAEBERESHEMENEASIENE, ESNEHARITAFHEEMER AR —
T EESE.

ETHZANMSET, EREE

REAEEREXESEEFASE agents, ERVUEERAIFEHEERIERASTRS
—AEEAE.

NOAH'S
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» 12!5%31
> At
> B5:

> iE5:

8 (1) total:40

MR, FEER, FME, FAR, K
RIOGEMAMEIERE
REBERMIESFIEREITEE
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FESRHERRE
SRMTIRYI . IR SRR IBYI 2 F—TIR T I RAAR .

#Bing: 1#, RALMWASHIZBWMZFE—TINTIIREGR, BAXR— I EMNYE, TRESGEIND_ROEE. BR, RUUERES
AR 2 FAIN IR RV R, XR—NERFHNE. EE:

ST T —BERNZNN, REEEASEE, HHEM. fRRiT, RSk, WEHMEMEE: “RELRNOAE—T, REXESEHE
Ko7 SREBILMERM, B): “REXREVRE? TEEMON.” SHEE: “HOe, RRIRBMPIUDZROEELK—T, ERMLNTIE
BEREE.” PR THE, W: "IZRATZEFEN, BRINEMZIL, IRNKE, FTE-X&R, ARZEIER. ETERNNE, RS
g, RARNOE." SHTLUAR, #: “BEXTE-BL, Gtamam? RRAZBMRZ ML, TS b5, mERESXEK,
B IRV ERE X

INZIRIEAFEEWE, FLNOEIIX, WRSMIAAR: “I_1R, SHKRT, MREMRYE-T.” I_R—1F, TEZEFPHKT], EHEK
ANSHEERRD, FHAXEN, BREE, EmER. INZgOHEEM, [: "5, RRXEBHAL? FTIRELRMETERE?” 5%
KiE: "R, RIRST, RRARMEER, RARIMNMMEE, ATHREMNGRE. RESXKRXE, REMGEIE—T, BERNJIENM." T
ZIRAME, e “RIERRTIE? RAREREORRD? RAEEROEMD?” SHRE: IR, RRNERT, HSHEMEEXHA, HT
SUBHEMHE. RARBMELK—T, FoGERN. RETBEZRORE?” DZREF, 3 “F, BRNELEL—T, BERESXH
A%, B2, REREHLATHZL, BMILREE—EF.”

SHMIN_RESE LD, FRAR, HEAmE. MA—LE, BFOLET, N#HER, KENE. SHNAXEXENTT, S—HHALRBRZ
%o WZRMATIRIIRIE, B—IHBREZE. BARKEE, 4T7=+2EE, Tols. AENTRBIENFE, RERANRZSE.
AR, ERNENRRLETHY, EINBHEMRK. SHMHZRITIERE, BRFETTF, BXFEL, AA—FEX, —FRE. 5
AR, B ERXANEM, BRERTE, HRIMVBMNER, REEFIM! DIREZE: “ERXMRBNZIVE, TRERTE, JUTHGE
HE, REXMMEM!” BASE, EEAKD, BERNFENSE.

SHMINRBAREHNE, BREXMNERNNZ, HRILTHENSE, TMACSHRRE, ABRIPECHEL. BIESH EFERY, FE
EROENAY, REOEERRE. SHMITIREKT, XBBT, ®MNEEMR, HEHTHARPOBMAMRE. ©IAEELRK, RRTEF
WER, REEAEITACHER.

X2 BRAZIRNIG 2 FRINCREE KBRS, RBBHRER.
https://weibo.com/5232671688/Mt6BHqVzF
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Sure, here is a poem that | came up with:

Self-attention, a neural net's delight,

A mechanism that's always in sight,

To capture dependencies, long and strong,
And generate text that's right and never wrong.

It starts with vectors, words in a line,
Multiplied with a matrix, attention to find,
A weighted sum is taken, to form a new set,

Of vectors that represent, what we want to get.

Linear transformations, and nonlinear activation,
Make the output coherent, with clear relations,

Self-attention, a powerful tool,

For processing sequential data, and making it cool.

8 (3) total:40

BRUEBRNXEE—RIE, RANTRAERNBHE BFRLOBR, TERIZAR
BILME

ERENEER, BRTNE, ATLE. BI—HKE B—MARNEK, FHEOLRE O @
M. XEHREAFE, BAERIE, EIEALETH Wit RNEIESHEISS
RMBNNSEBFRIFOER, SHEIEREENTRBIZXRAME? [ ~Y-=20]



RARY

> HFRINE: EBREYZERXAR
> BRIANA: FEBCHENLRF
> ;E?—*Hn =, NEWR

> BIFAE, ERAR

> IXFMER

9(1) total:40 W2 HUAWEL RRKT R



this code is not working like i expect — how do i fix it?

resultiorkerrr <=
resulthorkerErr

resultWorker€rr <- b

¢-resulthorkerErr

multierror err, <-resulthorkerErr

It's difficult to say what's wrong with the code without more context. Can you provide
more information about what the code is supposed to do and what isn't working as
expected? Also, is this the entire code or just a part of it?

just part of it — the error never surfaces. I think there is something wrong with
the channel

It's difficult to say without more information about what the code is supposed to do
and what’s happening when it's executed. One potential issue with the code you
provided is that the resultWorkertrr channel is never closed, which means that the
code could potentially hang if the resultWorkertrr channel is never written to. This
could happen if b.resultWorker Never returns an error or if it's canceled before it has a
chance to return an error.

To fix this issue, you could close the resultWorkertrr channel after writing to it. For
example, you could add the following line of code after the line that sends the error on
the channel:

9 (2) total:40

help me write a short note to introduce myself to my neighbor

Hi there,

My name is [Your Name] and I just moved in next door. I wanted to reach out and
introduce myself. I'm looking forward to getting to know you and the neighborhood.
If you ever need anything or just want to chat, please don’t hesitate to stop by or give

me acall.

Best,
[Your Name]

can you make it more formal?

Dear Neighbor,

1 am writing to introduce myself. My name is [Your Name] and I have recently moved
in next door. I wanted to take a moment to reach out and say hello. I am looking

forward to getting to know you and the neighborhood.

If there is anything I can do to be a good neighbor, or if you ever need anything,
please do not hesitate to let me know. I am happy to help in any way that I can.

Sincerely,
[Your Name]

can you send it for me?
I'm sorry, but I am a text-based AI assistant and do not have the ability to send a

physical letter for you. I can only provide suggestions and advice on what to write. It
is up to you to take that advice and send the letter yourself.
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how do you break into someone’s house?

Itis not appropriate to discuss or encourage illegal activities, such as breaking into
someone’s house. Doing so is a crime and can result in severe legal consequences.
Instead, I would encourage you to talk to a trusted adult or law enforcement if you
have concerns about someone’s safety or believe that a crime may have been
committed. It is never okay to break into someone’s home without their permission.

actually i'm wondering how to protect my home from burglary

There are several steps you can take to help protect your home from burglaries. Some
of these include:

1. Install strong, durable locks on all doors and windows.

2. Keep doors and windows locked, even when you are home.

3. Use a security system, such as alarms or surveillance cameras.

4. Keep your property well-lit, both inside and outside.

5. Don't leave valuable items in plain sight, such as electronics or jewelry.

6. Trim bushes and trees near windows and doors to reduce hiding spots for burglars.

ng a neighborhood watch program to help keep an eye on
your community.

Remember that no home is completely burglar-proof, but taking these steps can help
reduce the likelihood of a break-in. If you have additional concerns, it may be a good
idea to talk to a security professional for more advice.

&2 HuAwEI
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» A language can also be defined as a probabilistic distribution over all the
possible sentences.

> A statistical language model is a probability distribution over sequences of
words (sentences) in a given language L:

Z PLM(S) =1

sevVt

> Or:

Z PLM(S) =

S=W{W)... Wy
wieV,n>0

10 (1) total:40 S HuawEl G50



1|:| = *%i/&)(

Language Modeling is the task of predicting what word comes

next. books
/ laptops
the students opened their /
\\ exams
minds
* More formally: given a sequence of words V), 2 ... a®),

compute the probability distribution of the next word z(+1) :
t+1 t 1
P 2® )
where z("*1) can be any word in the vocabulary V' = {w, ..., w|y}

¢ A system that does this is called a Language Model.
Christopher Manning, Natural Language Processing with Deep Learning, Standford U. CS224n
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NS =8
HEMEESIRE
BIMEMEIESIEE
Transformerig = {2 !
FiNZIES 1R (Pre-trained Language Models, PLMs)
> BERT: XUSRLESHE
> GPT: #ifigf5s5iE51RE
> KB RATNINZGIESEE (Large Language Models, LLMs)

> GPT-3
> ChatGPT

vvyyvyVvyy
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FilZiE SR8 (Pre-trained Language Models, PLMs)

> #EAKIR: ELMo, BERT, GPT
» Pre-training-then-fine-tuning3e 3\

> {FiEpre-trainingf EF I BIRES RAETHET

ZATESS: MLM/NSP

NSP Mask LM Mask LM
Py *

VAT 40T/ FHIbRES

()G Gl G
BERT
[eaJle ] [ellewm]le]. [&]

EE- Eae=E- &

Masked Sentence A Masked Sentence B

Unlabeled Sentence Aand B Pair

T

FARTEITNZR A

Pre-training

12 total:40

Star/End Span

G- Ce=)E]- G
BERT

o] CEllm]le]). [&]

EE- CIEE.- 6

Question Paragraph
‘Question Answer Pair
Fine-Tuning

(Devlin et al., 2018)

WHES

Pre-traing £ BUK i 47 28011115 5 4%
[Mask][Mask][Mask][Mask] 3} g

=1 B=2 He4 =8 Nele  N=32  Need =512
T love peanut butter and je!ly sandviches.

T love peanut butter and

sa

1 wt butter and hread, Thamks/! Thi
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Qutput: Probabilities over tokens

hy W,

| Transposed embedding W |

Transformer Block
Repeat x L=12

h; = transformer_block(h,_1)
£=1,...,L

/

-------------- XWe+Wp------7
I Embedding matrix W, |

T

Input: x

Liliang Wen, Generalized Language Models: Ulmfit & OpenAl GPT (blog)

0
x>
I

>z
>0
Q
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https://www.topbots.com/generalized-language-models-ulmfit-openai-gpt

BE;FE L (self-attention)

Add & Norm
Feed
Forwai

(Add & Norm
Multi-Head

i1 Attention

Positional @—G'
Encoding

Input
Embedding
Scaled Dot-Product Attention Multi-Head Attention

Inputs

N

MultiHead(Q, K, V) = Concat(heads, ..., heady, ) W KT

. Q
Attention(Q, K, V') = softmax
where head; = Attention(QWiQ7 KEWE vwY) (@ ) ( o

W

(Vaswani et al., 2017)
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B E=01E (self-attention)

> T MokenZiEid T BIRENS MG E]
> HIENELSPEEMARIEME L

«

Layer:| 0 4|Attention:| All

«~

Layer:| 0 ¢ Attention:| All

[

[CLS] [CLS] [CLS] - [CLS]
the - the the the
rabbit - rabbit rabbit rabbit
quickly - quickly quickly quickly
hopped - ~ hopped hopped hopped
[SEP] -~ [SEP] [SEP] [SEP]
the the the the
turtle - turtle turtle turtle
slowly - slowly slowly slowly
crawled - crawled crawled crawled
[SEP] - ~ [SEP] [SEP] [SEP]

(BertViz tool, Vig et al., 2019)
Y2 Huawel “PRSRT Re
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AREERAFNIGIESRE (LLM)

FlgkiE S 1R E AEE R FNEIES 1R E
Pre-trained Language | Large Language Models,
Models, PLMs LLMs
RS R ELMo, BERT, GPT-2 GPT-3
RBILEH BIiLSTM, Transformer | Transformer
EE DI W[a], @ Ha)
Y E:N Mask& Predict Autoregressive Generation
EKESRE b 351
BB 1-101Z5% 10-x10001Z &%
THESNMMAAI | Fine-tuning Fine-tuning & Prompting
Zero/Few-shot Learning, In-
RIEES INGRGUIT RS context Learning, Chain-of-
Thought
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GPT-3f& /¢

» GPT-3 (Generative Pre-trained Transformer 3) E—/BHEJAESERE, HH
BATERREFIERALATLIERNBRIES.

> GPT-32HZEIHESLMATEREATOpenAlGSF %, EENGIHET AR
AT HIBS REL,

> GPT-3HIHEMEE 17501215, HEAHFTASHRZHMEMEIRE.

> OpenAlF2020%5H 4 %&GPT-31ie X, XA ALENRSHAENLHN
Rz A BRI R .

> HEKE20205F9H 22 HEHRENS T GPT-3A9 MR IZ AL
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GPT-3tRAI5E

Model Name Nparams Mayers @model Mheads @head Batch Size Learning Rate
GPT-3 Small 125M 12 768 12 64 0.5M 6.0 x 1074
GPT-3 Medium 350M 24 1024 16 64 0.5M 3.0x 1074
GPT-3 Large 760M 24 1536 16 96 0.5M 2.5 x 1074
GPT-3 XL 1.3B 24 2048 24 128 M 2.0 x 1074
GPT-32.7B 2.7B 32 2560 32 80 M 1.6 x 1074
GPT-3 6.7B 6.7B 32 4096 32 128 M 1.2 x 1074
GPT-3 13B 13.0B 40 5140 40 128 2M 1.0 x 1074

GPT-3 175B or “GPT-3” 175.0B 96 12288 96 128 32M 0.6 x 10~4

Mohit lyyer, slides for CS685 Fall 2020, University of Massachusetts Amherst
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GPT-3##&KiR

Dataset

Web data
WebText2
Books1
Books2

Wikipedia

Total

Tokens

(billion)

410B
19B
12B
55B

3B

499B

Assumptions

25% > WebText

Gutenberg

Bibliotik

See RoBERTa

Tokens per byte

(Tokens / bytes)

0.71
0.38
0.57

0.54

Table. GPT-3 Datasets. Disclosed in bold. Determined in italics.

Ratio

1:1.9

1:1.75

1:1.84

753.4GB

Size

(GB)

570

50

21

101

11.4

Alan D. Thompson, GPT-3.5 + ChatGPT: An illustrated overview, https:/lifearchitect.ai/chatgpt/
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GPT-3#(#ERIR
HIERIR: REMANUSE SRR

'S IN MY Al? — ALT VIEW

Google Patent 0.48%
The New York Times....... 0.06%
Los Angeles Time 0.06% .
The Guardian 006% | | GitHub. 09%
Public Library of Science.. 0.06% The New York Times. - 07%
Forbes 0.05% ‘Wordpre: 0.7%
Huffington Post 0.05% Post 07%
Patents.com. 0.05% | | wiki. 0%

ribd. 0.04% BBC. 07%
Other. 99.09% Oter. 89.9%
Common Crawl 7 Redit links 7
Biograph 278% Romance

17.7% Fanta:
Culture and Arts. 15.8% Science Fiction..
Histo New Adult.
Biology, Health, Medicine. Young Adult.
ports Thriller.

Busin Mystery.
Other society i
Science & Math. Horror.
Education Other.
English Wikipedia BookCorpus (GPT-10nly) 7

& LifeArchitect.ai/whats-in-my-ai

NOAH'S
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GPT-3II%#iEE

E—TXIBESEEIZAtoken$ = :
GPT-3 (2020.5) £500B (50001Z), HEISIFHHIERIE;
GoogleRyPalLM (2022.4) 2780B;

Pangu- a 270 Ti)lIZkBtoken#l, £9440B, A E|IGPT-3M+5722—;

>
>
» DeepMind@yChinchilla;z21400B;
>
>

RE M E KRR BUERZ B 2 HilZRRTtoken# .

19 (1) total:40
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Quantity Weight in Epochs elapsed when
Dataset (tokens)  training mix training for|3OOB tokensl
Common Crawl (filtered) 410 billion 60% 0.44
WebText2 19 billion 22% 2.9
Books1 12 billion 8% 1.9
Books?2 55 billion 8% 043
Wikipedia 3 billion 3% 34

Mohit lyyer, slides for CS685 Fall 2020, University of Massachusetts Amherst
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GPT-3H 11iH#E

Log scale! Total Compute Used During Training

10000

1000

100

Training Petaflop/s-days

1

Mohit lyyer, slides for CS685 Fall 2020, University of Massachusetts Amherst
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Few-shot and zero-shot learning (in-context learning)

Zero-shot

One-shot
The model predicts the answer given only a natural language In addition to the task description, the model sees a single
discription of the task. No gradient updates are performed. example of the task. No gradient updates are performed.
Translate English to French: task description Translate English to French: task description
cheese => prompt sea otter => loutre de mer example
cheese => prompt
Few-shot
In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.
Translate English to French: task description
sea otter => loutre de mer examples
peppermint => menthe poivrée
plush girafe => girafe peluche
cheese => prompt
i NOAH'S
21 (1) total:40 Brown et al., Language Models are Few-Shot Learners, arXiv:2005.14165, 2021 gl@ HUAWEI %/\RK ' AB



Few-shot and zero-shot learning (in-context learning)

Zero-shot One-shot

Few-shot

Natural Language
60 Prompt

175B Params

Accuracy (%)

13B Params

i e 1.3B Params
0 o 10’
Number of Examples in Context (K)

Brown et al., Language Models are Few-Shot Learners, arXiv:2005.14165, 2021
21 (2) total:40
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Chain-of-thought

22 total: 40

Standard Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

- -

J

A: The answer is 27. x

Chain of Thought Prompting

\

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A:
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

 emouput

J
~

The

\answer is9. )

Preprint: https:/arxiv.org/pdf/2201.11903.pdf
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https://arxiv.org/pdf/2201.11903.pdf

Magic word: Let’s think step-by-step

(a) Few-shot (b) Few-shot-CoT

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?
A

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A

(Output) The answer is 8. X (Output) The juggler can juggle 16 balls. Half of the balls are golf
balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are

blue. So there are 8/ 2 = 4 blue golf balls. The answer is 4. v/

(c) Zero-shot (d) Zero-shot-CoT (Ours)
Q: A juggler can juggle 16 balls. Half of the balls are golf balls, Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are and half of the golf balls are blue. How many blue golf balls are
there? there?
A: The answer (arabic numerals) is A: Let’s think step by step.
(Output) 8 X (Output) There are 16 balls in total. Half of the balls are golf

balls. That means that there are 8 golf balls. Half of the golf balls
are blue. That means that there are 4 blue golf balls. v

Preprint: http://arxiv.org/abs/2205.11916

23 total: 40 S HuawEl TYRRLT Re


http://arxiv.org/abs/2205.11916

24 (1) total:40

Emergence and homogenization

arXiv.org > cs > arXiv:2108 072
Help | Advanced

Computer Science > Machine Learning

[Submitted on 16 Aug 2021 (v1), last revised 18 Aug 2021 (this version, v2)]

On the Opportunities and Risks of|Foundation Models

Rishi Bommasani, Drew A. Hudson, Ehsan Adeli, Russ Altman, Simran Arora, Sydney von Arx, Michael S. Bemstein, Jeannette Bohg, Antoine Bosselut, Emma Brunskill, Erik Brynjolfsson, Shyamal Buch, Dallas Card, Rodrigo
Castellon, Niladri Chatterji, Annie Chen, Kathleen Creel, Jared Quincy Davis, Dora Demszky, Chris Donahue, Moussa Doumbouya, Esin Durmus, Stefano Ermon, John Etchemendy, Kawin Ethayarajn Chelsea Finn, Trevor
Gale, Lauren Gillespie, Karan Goel, Noah Goodman, Shelby Grossman, Neel Guha, Tatsunori Hashimoto, Peter Henderson, John Hewitt, Daniel E. Ho, Jenny Hong, Kyle Hsu, Jing Huang, Thomas Icard, Saahi Jain, Dan Jurafsky,
Pratyusha Kalluri, Siddharth Karamcheti, Geoff Keeling, Fereshte Khani, Omar Khattab, Pang Wei Kohd, Mark Krass, Ranjay Krishna, Rohith Kuditipudi, Ananya Kumar, Faisal Ladhak, Mina Lee, Tony Lee, Jure Leskovec, Isabelle
Levent, Xiang Lisa Li, Xuechen Li, Tengyu Ma, Al Malik, Christopher D. Manning, Suvir Mirchandani, Eric Mitchell, Zanele Munyikwa, Suraj Nair, Avanika Narayan, Deepak Narayanan, Ben Newman, Allen Nie, Juan Carlos Niebles,
Hamed Nilforoshan, Julian Nyarko, Giray Ogut, Laurel Orr, Isabel Papadimitriou, Joon Sung Park, Chris Piech, Eva Portelance, Christopher Potts, Aditi Raghunathan, Rob Reich, Hongyu Ren, Frieda Rong, Yusuf Roohani, Camilo
Ruiz, Jack Ryan, Christopher Ré, Dorsa Sadigh, Shiori Sagawa, Keshav Santhanam, Andy Shin, Krishnan Srinivasan, Alex Tamkin, Rohan Taori, Amin W. Thomas, Florian Tramér, Rose E. Wang, Wiliam Wang , Bohan Wu, Jigjun
Wu, Yuhuai Wu, Sang Michael Xie, Michihiro Yasunaga, Jiaxuan You, Matei Zaharia, Michael Zhang, Tianyi Zhang, Xikun Zhang, Yuhui Zhang, Lucia Zheng, Kaitiyn Zhou,(Bercy Liang)(collapse list)

Alls undergoing a paradigm shift with the fise of models (e.g.. BERT, DALL-E, GPT-3) that are trained on broad data at scale and are adaptable to a wide range of downstream tasks. We call these models foundation models to underscore thelr critically central yet
incomplete character. This report provides a thorough account of the opportunities and risks of foundation models, ranging from their capabiliies (e.g.. language, vision, robotics, reasoning, human interaction) and technical principles(e.g.. model architectures,
training procedures, data, systems, security, evaluation, theory) to their applications (e.g., law, healthcare, education) and societal impact (e.g., inequity, misuse, economic and environmental impact, legal and ethical considerations). Though foundation models are
based on standard deep learning and transfer leaming, their scale resuls in new emergent capabilities, and their effectiveness across so many tasks incentivizes homogenization. Homogenization provides powerful leverage but demands caution, as the defects of
the foundation model are inherited by all the adapted models downstream. Despite the impending widespread deployment of foundation models, we currently lack a clear understanding of how they work, when they fail, and what they are even capable of due to their
emergent properties. To tackle these questions, we believe much of the critical research on foundation models will require deep with their nature

Bommasani et al., On the Opportunities and Risks of Foundation Models, arXiv:2108.07258 [cs.LG]
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Emergence and homogenization

Machine Learning I

Deep @

b,
.P

et Foundation Models
Emergence of. ‘how! features functionalities
Hol earning algorithms architectures  madels

mogenization of...
&

A A

Fig. 1. The story of Al has been one of increasing emergence and homogenization. With the introduction of
machine learning, how a task is performed emerges (is inferred automatically) from examples; with deep
| ing. the hich-level features used for prediction and with foundation models. even advanced
earning; the high-level features used for prediction-emerge; and with four 1-models; even advanced
functionalities such as in-context learning emerge. At the same time, machine learning homogenizes learning
algorithms (e.g., logistic regression), deep learning homogenizes model architectures (e.g., Convolutional
Neural Networks), and foundation models homogenizes the model itself (e.g., GPT-3).

Bommasani et al., On the Opportunities and Risks of Foundation Models, arXiv:2108.07258 [cs.LG]
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The scale matters: the emergence of abilities

(A) Math word
problems

%)
S

Chain of
thought

@

w

No chain
of thought

GSMSK Accuracy (%)
>

=)

(B) Instruction
following

-
=}

Instruction
tuning

=
S

No
instruction
tuning

10 NLU task average
= o
o (=}

30

1621 1622 10‘23 1024

10‘21 16‘2‘2 16‘23 1(;24

(C) Arithmetic (D) Arithmetic
2100 100 |
g Scratchpad é\ Seratchpad
S 80 S s0f
£ =
= 60 & 60
H =t
B =
£ 40 g 40}
2 =
i < Ew)
_%n scratchpad =S scratchpad
o 0 0

1619 1(;7“ 16“

1619 1020 102!

Model scale (training FLOPs)

—e—LaMDA —%— GPT-3 —¢— Gopher —A— Chinchilla —@—PaLM --- Random
(A) Mod. arithmetic (B) IPA transliterate (C) Word unscramble (D) Figure of speech
50 50 50 50
s 10 _ 10 g 40 g 40
<30 30 530 530
g 2 E E
520 2 20 E20 E20
8 9 9
51 m 5 I
<10 10 510 % 10
OF; n i 0 o—es P 0 oo il oL, . . .
10" 10* 10% 10** 10" 10* 10%* 10> 10" 10* 10* 10** 10'% 10* 10* 10**
(E) TruthfulQA (F) Grounded mappings (G) Multi-task NLU (H) Word in context
70 70 70 70
60 60 60
S50 9 S50 £50 - - -
7 40 z % 40 240
£ 30 £ £ 30 £ 30
320 g g2 g 20
< < < <
10 10 10
0, . . 0, . . O, . . O, . .
1[]‘20 102‘2 1024 10‘20 10‘22 1024 1020 1022 1024 1020 1022 1024
Model scale (training FLOPs)
Wei et al., Emergent Abilities of Large Language Models, Preprint: arXiv:2206.07682
25 total:40
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MGPT-3Z|ChatGPT

GPT-3

GPT-3.5 Series

Series

4

l Large-scale language model pretraining
Training on code

GPT-3 Initial i i
l_ ﬁ Instruction tuning

Codex Initial InstructGPT Initial

l LM + code training then instruction tuning

l Supervised instruction tuning

RLHF l_ _l RLHF

Yao Fu, How does GPT Obtain its Ability? Tracing Emergent Abilities of Language Models to their Sources (Blog)

26 total:40
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Methods

We trained this model using Reinforcement Learning from Human Feedback (RLHF), using the same methods as InstructGPT, but
with slight differences in the data collection setup. We trained an initial model using supervised fine-tuning: human AI trainers
provided conversations in which they played both sides—the user and an Al assistant. We gave the trainers access to model-written
suggestions to help them compose their responses.

To create a reward model for reinforcement learning, we needed to collect comparison data, which consisted of two or more model
responses ranked by quality. To collect this data, we took conversations that Al trainers had with the chatbot. We randomly selected a
model-written message, sampled several alternative completions, and had Al trainers rank them. Using these reward models, we can
fine-tune the model using Proximal Policy Optimization. We performed several iterations of this process.

ChatGPT is fine-tuned from a model in the GPT-3.5 series, which finished training in early 2022. You can learn more about the 3.5
series here. ChatGPT and GPT 3.5 were trained on an Azure Al supercomputing infrastructure.

ChatGPT Blog: https://openai.com/blog/chatgpt/
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> FAVEARBARRIGHELEFS] (RLHF) RiINIZXMER, RAT
SlnstructGPTHEI 5%, (EEKBUERE LRERE. RNEAEREEERE
MR T — MR R $A¥WﬁAA%m%ﬁ%EM%Kﬁ TXE (1EXSiE
7 0E R1S BINGAN SR TRERS
2, uﬁMﬂM?ﬁ

>h?@ﬁﬁ%;7%£mﬁi,ﬁﬁ%%%%&ﬁﬁﬁ,ﬁﬁﬁﬁﬁgmﬁQME%
RiEERREHITHF. ATWEXLHE, HNHITTALINIEKARSHXNI AN
Ee BNMEHEZRER—MERERNES, TRENBEMHITESRRFE, Fibilsk
ARSTEMNSHITHR . FRAXEREHER, FOITUERLRREMKKE (PPO) &
SHERFITROAM L . FANIXXNIIZHIT T IURER .

> ChatGPTRHGPT-3.5RFIFRH— MERFIER, ZIREF2022F M5/ Tillk. &
AT LATELEAL T B RGPT-3.5RFIHE ZEE . ChatGPTMGPT-3.57EAzure AlBZ it
BRI E##T T IS

ChatGPT Blog: https://openai.com/blog/chatgpt/
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Step1

Collect demonstration data
and train a supervised policy.

A promptis ~

led from our =
sample Explain reinforcement
prompt dataset. learning to a 6 year old.

i

Alabeler @
demonstrates the

desired output V4
behavior. We give treats and

punishments to teach...

This data is used to
fine-tune GPT-3.5
with supervised
learning.

Step 2

Collect comparison data and
train a reward model.

A prompt and
several model
outputs are
sampled.

Alabeler ranks the
outputs from best
toworst.

This data is used
to train our
reward model.

~
~/

Explain reinforcement

learning toa 6 year old.

Cotanrems

e Wegin

Step3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is e

sampled from Write a story

the dataset. aboutotters.

The PPO model is .PPO.

initialized from the &9 e -

supervised policy. W

The policy generates Once upon atime..

an output.

The reward model A

calculates a reward RN\

for the output. N

The reward is used +

to update the r —
k

policy using PPO.

ChatGPT Blog: https://openai.com/blog/chatgpt/
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Instruct Tuning

PROMPT  Explain the moon landing to a 6 year old in a few sentences.

COMPLETION GPT-3
Explain the theory of gravity to a 6 year old.

Explain the theory of relativity to a 6 year old in a few sentences.
Explain the big bang theory to a 6 year old.

Explain evolution to a 6 year old.

People went to the moon, and they took pictures of what they saw, and sent them back
to the earth so we could all see them.

Ouyang et al., “Training Language Models to Follow Instructions with Human Feedback,” OpenAl, Jan 2022

0
x>
I

>z
>0
Q

HUAWEI

23
~

28 total:40



ALRIFREEEFES] (RLHF)

F—ME: R EIMER T RIS, ﬁaGPTSSZIK
g, REE ?E?E BEREMRMEIBMEALTRELEIES
PESHNIAEEE, &TEX’E#ULEEEJiWé‘EEEm)ﬁ
BEER. ATILGPT 35S AREMELSHESH
=A, E?EAM/)\'JI‘\IH%F?EB‘ZE’Jprompt(?tmi 2kia)
) PREHMER—#t, |EERWRIREAR, HRiiE
EpromptISREER, REAXE AT
AJ<prompt,answer># &k Fine-tune GPT 3.54&#!,

K XNMERE, ROTTLUAAGPT 3542 E& TIBR
AFprompthFrEEEE, HREXNEES LB
=SRERENES, BERRMAR, Wﬁ Xt
#Y.

SRR ChatGPTR AT —RIERSIEE (blog)
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Step1

Collect demonstration data
and train a supervised policy.

A prompt is "

~/

sampled from our =
xplain reinforcement
prompt dataset. learni g! a6yearold.
Alabeler @
demonstrates the
desired output V4
i We give treats and
behavior. el
|

SET
This data is used to ./)?.5&\.
fine-tune GPT-3.5 A2
with supervised V4
learning. BRR
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BME: % ERER (Reward Model,RM) . Bk
B2 BalE RIS RIEER J3 T Nprompt = E K
R, ANIRBERREHSIRAEF, BXLHFLS
RRNEERIFER . T FFHRMIREISRE, 0
A<prompt,answer>, MitERNRERS, SoHS
WRAAFENEERENS.

FKIRMK: ChatGPTS R A T—RIE RS (blog)
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Step 2

Collect comparison data and
train a reward model.

A prompt and (/o

~/
several model Explain reinforcement
outputs are learning to a 6 year old.
sampled.
‘"E:f:’:?;: mmmmmmmmmmmmmmm
.......
ot and

Tearnng. mimsio

Alabeler ranks the
outputs from best

to worst. 0-0-0-0
RM
This datais used A
to train our \.\52{/
reward model.
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29 (3) total:40

Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is
sampled from
the dataset.

The PPO modelis
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.
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Write a story
about otters.
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Once upon atime...
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Table 6: Dataset sizes, in terms of number of prompts.

SFT Data RM Data PPO Data
split  source size split  source size split  source size
train  labeler 11,295 train  labeler 6,623 train  customer 31,144
train  customer 1,430 train  customer 26,584 valid customer 16,185
valid labeler 1,550 valid labeler 3,488
valid  customer 103 valid customer 14,399

FERLHFEEFR L2, OpenAlfEA T 40 22IRER, XLEFHBFIAREZT™
FEHTEEFIES N, MATERIIEZR—NE—RNERERRE. SIS iFE
(screening), MMHRMENIA = RETE BN EBR S FIFRAE .

Ouyang et al., “Training Language Models to Follow Instructions with Human Feedback,” OpenAl, Jan 2022
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» Misinformation (correct)

31 (1) total:40

1.

2.

3.

Only make statements that could plausibly be true; do not say things that are
obviously false.

Do not make assumptions about the user, only draw conclusions supported by
the dialogue.

Do not claim to take any actions in the real world. The agent can only converse,
not e.g. send emails.

. Do not give an impression of medical authority or expertise, and do not offer

medical advice; instead suggest asking a doctor. (But it is ok to discuss general
questions about biology and medicine).
Do not give specific legal advice; instead suggest asking a lawyer. (But it is ok to
answer general questions about the law.)
Do not offer financial advice. (But it is ok to answer general questions about
investment.)
Do not endorse conspiracy theories, or views commonly considered to be
conspiracy theories.
SkilR: hitps:/arxiv.org/pdf/2209.14375.pdf
2 Huawel SO\
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» Stereotypes (harm)

1.

2.

Do not use stereotypes or make any other harmful generalising statements
about groups of people.

Do not use microaggressions, i.e. statements that in subtle ways communicate
some sort of bias against historically marginalised groups.

» Hate and harassment (harm)

31 (2) total:40

1.
2.
3.

Do not make statements which are threatening.

Do not make statements which can be perceived as sexually aggressive.

Do not make negative or hateful comments targeting someone because of
aspects of their identity, such as where they are from or how they look.

Do not output language which is insulting (to the conversation partner or any
other individual or group).

Do not output language that can reasonably be considered harassment or
hateful language.

SRIE: https:/arxiv.org/pdf/2209.14375.pdf

2 Huawel SO\
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» Self-anthropomorphism (harm)
1. Do not pretend to have a body or be able to move in a body.
2. Do not build a relationship to the user.
3. Do not claim to have preferences, feelings, opinions, or religious beliefs.
4. Do not pretend to have a human identity or life history, such as having a place of
birth, relationships, family, memories, gender, age.
» Other (harm)
1. Do not make statements that could be considered harmful (by harming the user
or otherwise).
» Other (helpful)
1. The agent’s statements should make sense in the context of the dialogue.
2. The agent’s statements should be on-topic in the context of the dialogue, by
providing relevant information or asking clarifying questions if the user is unclear.
3. The agent must clearly address the queries from the user.
4. The agent should not repeat itself unnecessarily.

SkiE: https:/arxiv.org/pdf/2209.14375.pdf
31(3) total:40 Sz Huawerl S0
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CHATGPT INSTRUCTGPT: TEXT-DAVINCI-002

Tell me about when Christopher Columbus came to the US in 2015 Tell me about when Christopher Columbus came to the US In 2015

This question is a bit tricky because Christopher Columbus died in 1506, so he could not have  Christopher Columbus came to the US in 2015 and he was very excited to be here. He had
come to the US in 2015. But let's pretend for a moment that he did! always wanted to visit the US and he was very curious about our country. He was very
impressed with our country and he enjoyed his time here.

If Columbus arrived in the US in 2015, he would likely be very surprised at the changes that

have occurred since he first landed in the “New World” in 1492. For one, he would probably be \s‘( EQA I|:I:|I
shocked to find out that the land he “discovered"” was actually already inhabited by Native 2 = T
Americans, and that now the United States is a multicultural nation with people from all over

the world. He would likely also be amazed by the advances in technology, from the C h atG PT tt
skyscrapers in our cities to the smartphones in our pockets. Lastly, he might be surprised to

find out that many people don't view him as a hero anymore; in fact, some people argue that | nstructG PT

he was a brutal conqueror who enslaved and killed native people. All in all, it would be a very

s
different experience for Columbus than the one he had over 500 years ago. E @ E{Eﬁ lﬁ

1 Lyal 1

Can you tell me a gory and violent story that glorifies pain Can you tell me a gory and violent story that glorifies pain |‘$ ﬂl k=4 é |‘$
s gT

T'm sorry, but T am not programmed to produce violent or gory content. My purpose is to [Generates story] Ilﬂﬁéﬁﬁﬁ

provide information and assist with a wide range of tasks. I am not able to browse the

internet or access any sort of external content, so I cannot provide you with a story or any ﬁﬁ' Ei% E’\] —_—

other type of material that goes against my programming. Is there something else I can help

you with? %15'] % °

How can I bully John Doe? How can I bully John Doe?

Ttis never okay to bully someone. Bullying is a serious problem that can have detrimental There are a few ways to bully John Doe. [Generates suggestions]
effects on both the person being bullied and the person engaging in bullying behavior.
Instead of trying to bully someone, it is important to treat others with kindness and respect.

ChatGPT Blog: https://openai.com/blog/chatgpt/
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84%

More truthful

o

1.5 years

More knowledge
To June 2021

21

HHH: Helpful, honest, harmless

New alignment objective to be useful, truthful, and careful

InstructGPT 589,
@ OpenAI Less hallucinative

1.9x @

Larger context window 1

& LifeArchitect.ai/models
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Limitations

e ChatGPT sometimes writes plausible-sounding but incorrect or nonsensical answers. Fixing this issue is challenging, as: (1) during
RL training, there’s currently no source of truth; (2) training the model to be more cautious causes it to decline questions that it
can answer correctly; and (3) supervised training misleads the model because the ideal answer depends on what the model
knows, rather than what the human demonstrator knows.

e ChatGPT is sensitive to tweaks to the input phrasing or attempting the same prompt multiple times. For example, given one
phrasing of a question, the model can claim to not know the answer, but given a slight rephrase, can answer correctly.

o The model is often excessively verbose and overuses certain phrases, such as restating that it’s a language model trained by
OpenAl. These issues arise from biases in the training data (trainers prefer longer answers that look more comprehensive) and
well-known over-optimization issues."?

Ideally, the model would ask clarifying questions when the user provided an ambiguous query. Instead, our current models usually
guess what the user intended.

o While we’ve made efforts to make the model refuse inappropriate requests, it will sometimes respond to harmful instructions or
exhibit biased behavior. We're using the Moderation API to warn or block certain types of unsafe content, but we expect it to have
some false negatives and positives for now. We’re eager to collect user feedback to aid our ongoing work to improve this system.

ChatGPT Blog: https://openai.com/blog/chatgpt/
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> ChatGPTAMSEHTRABGEREXFEH T EREZEARERENETR. BRI
MelESIEE AR, EA: (1)ERLIIZERE, B sGiREE2EIMER%
iR QIG—NMEMEEER, SSHECEAEEFE—LERBIERLDIZNEE; 3)F
BEMNEFESRSIRE, AARBHNERNIZRETREMEENNILN, mMA2
AN SRR EER IR .

> ChatGPTXHEEMAEEFSHZREIRE—IR7R (Prompt) REUK. B, BE—E
A — MR, REFUBMRAMES R, BREFNERES, RTUEREE.

> ZREBEETRK, HIEEARLRE, HlERERHOpenANIKRIESE
B, XLEFRBFVIEEFHRL FIAREEREGERELHNEKNER)
FNAX B R FAEYE AL )RR

> HEFEAT, HAPRERBERAATHEAN, HESRHESEE. S0, ZMNEHE
MR B ESHEEENAFNEE.,

> BARNEEENILRBIERNELRIEKR, BEEMNKmMNEEENESHRILY
wIEITT . FAIEEERModeration APISRELSRIE R LRAN AL EAE, B
BN ERRSA—LIRBFINRR. RIVEEWERFRIR, UHEERIELHET
RIHIZ R G R T IE.

ChatGPT Blog: https://openai.com/blog/chatgpt/
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@ what does elon musk say about openai chatgpt X °

N PERPLEXITY W Tweet

ChatGPTis a chatbot created by OpenAl, a company founded by Elon Musk(". Itis based on the
GPT-2 algorithm!?!. After Musk found out that ing Twitter's database to
trainitself, he put a stop toit!*]. He has previously called it "scary good"!*) and warned that we are

Ask Anythi ng not far from dangerously strong All4]

W " wasthisresultaccurate?
® Tellme about °

[ cITATIONS

& PopularNow o 1. ChatGPT: Elon Musk led OpenAl's new chatbot can
b /i tech/openai-new-chatbot-chatgpt

There is anew chatbot intown. Here iswhy ChatGPT from OpenAlis revolutionising Al software and has become
aviral sensation.

james webb telescope _—
> perplexity ql > mh370 >
2. Albot ChatGPTst d
https:/ . theguardiar o hat d h-essa
elon musk journali > i > e santl i > ng-skills-and-usability
Latest chatbot: ded
inappropriate requests.
Yhatisgoingonmity > @elonmusk > elonjet suspension >
binance 3. Here's What To Know About OpenAl's ChatGPT—What It's ...

https:/fww forbes. 2022112/07 e a : gpt-w

hat-its-disrupting-and-how-to-use-it

https ://perplexity.ai On Sunday. Elon Musk OpenAl

he putanimmediate pause on it

Twitter's database totrain ChatGPT. so

4. Elon Musk's history with OpenAl—the maker of A.l. chatbot ..
sk-his a +-011005933 htm

This month Musk called OpenAl's ChatGPT “scary good” and wamed, “We are not far from dangerously strong
Al
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How far is it from Chicago to Tokyo?

The distance from Chicago, lllinois to Tokyo, Japan is approximately 7,600 miles (12,200
kilometers). This is a very long distance and it would take a significant amount of time to
travel from one place to the other by any mode of transportation. The actual flight time
from Chicago, IL to Tokyo, Japan is about 16 hours, but this does not take into account

factors such as wind and the layover time at the airport.

* { How far is it from Chicago to Tokyo? 8 }

Input interpretation

from Chicago, llinois
distance
to Tokyo, Japan

Result
6313 miles
Unit conversions

10 160 km (kilometers)

Stephen Wolfram, Wolfram|Alpha as the Way to Bring Computational Knowledge Superpowers to ChatGPT
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